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While considerable high quality textual and lexical data is openly available for many languages, such as Greek or Latin (although there is room for improvement here as well), researchers of classical Hebrew and Aramaic together with many other important European languages such as Armenian or Georgian are groping in the dark. Most of the texts available online are vulgate editions, not scholarly reliable texts.

Among the most important classical Hebrew texts are those redacted during the tannaitic Rabbinic period, around the third century CE: the Mishnah and the Tosefta, two juridical works, and the ‘Halakhic’ or ‘Tannaitic’ Midrashim, commentaries to the Bible (Exodus–Deuteronomy). The Tosefta is a text closely related to the Mishnah that follows the same overall structure and clearly ‘knows’ the Mishnah, but it incorporates legal traditions with a complex intertextual relationship to those included in the Mishnah.

All of these sources have a strong interest in legal matters (the first two are in fact juridical texts) that illuminate Jewish life in Palestine, an Eastern province of the Roman Empire. Better known to the world outside of Jewish studies is the Babylonian Talmud, a later text, which is in fact a commentary to the Mishnah. (An over-simplified analogy might be the relationship between two synoptic Gospels: the works share a recognizable outline and common materials but also are also distinct from one another.) The length of these texts is substantial, e.g. about two hundred thousand words for the Mishnah, about three hundred thousand words for the Tosefta, and they probably represent the most extensive sources from the pre-Christian Roman Empire that are still extant and not written in Greek or Latin. Their importance for our understanding of the development not only of classic rabbinic Judaism, but also of Roman provincial law and social history cannot be overstated.

Despite the importance of these texts there are neither full critical editions in either digital or print format. While there are several low quality online open source texts, there are no high-quality transcriptions that are openly available. An excellent linguistically annotated transcription of one manuscript of the Hebrew part of almost all texts can be accessed via the website of the Israel Academy of the Hebrew Language.

Three years ago, Hayim Lapin from the University of Maryland and Daniel Stökl Ben Ezra from the École pratique des hautes études / Paris Sciences & Lettres in Paris have joined their respective projects on these texts in the eRabbinica project to start closing this gap. They secured funding from different sources for different subprojects. A pilot edition of three treatises of the

---


2 See e.g. the texts in Sefaria: A Living Library of Jewish Texts <https://sefaria.org> or on <https://en.wikisource.org>. This is certainly not due to disdain for such texts. Yet, OCR of out of copyright print editions are easier to acquire.

3 Good introductions are Stemberger 2011, Ben-Eliyahu, Cohn and Millar 2013.
Mishnah with transcription, automatic textual criticism, French and English translation and linguistic annotation, based on TEI/XML and the open source edition software TEI-Publisher by eXist\(^7\) has recently been published.\(^8\) This paper briefly introduces a selection of the computer vision and machine learning algorithms applied in our project following a chronological sequence to perhaps encourage others with similar projects, especially those coming from the humanities. If a given infrastructure constructed for a general purpose achieves bad results, there are means to arrive at good local solutions with open source code.

1. The original motivation: a tailor-made OCR

One of the most important manuscripts of the Mishnah is the Cambridge Ms. Add 470.1 from fifteenth century Byzantium.\(^9\) In 1883, William H. Lowe published an extremely precise transcription that represents faithfully not only the text of the manuscript but also changes in writing style using various fonts and special placement of characters above the line for interlinear additions and at the end of lines or of paragraphs in the margins for marginal additions. Dots above letters indicate abbreviations and corrections.

At first, we tried to train a commercial OCR of this nineteenth century transcription, yet the multiplicity of fonts and special characters and ligatures and the use of the less common font (commonly, but imprecisely called Rashi) did not give very good results (Fig. 1).

Furthermore, it would have been difficult to preserve all the precious semantic information conveyed in the letter positions. Therefore, in 2016 Stökl Ben Ezra developed a tailor-made simple but very effective OCR engine. In a first step, horizontal projections were used to locate headers and footers, both of which were subsequently excluded from further analysis. The next step was the creation of a huge database of all connected components on the main part of all pages. The central architecture consists of a k-means clustering of 335 classes based on HOG-features (Histogram of Gradients) of connected components (letters or, in the case of ligatures, letter groups).\(^{10}\) The vector for the Euclidean distance k-means clustering consisted of a concatenation


\(^8\) For the life interface, see Digital Mishnah <editions.erabbinica.org>. For the web interface code, see: <https://gitlab.existsolutions.com/mishnah/mishnah>. For the data see: <https://gitlab.existsolutions.com/mishnah/mishnah-data>.

\(^9\) Accessible at <https://cudl.lib.cam.ac.uk/view/MS-ADD-00470-00001>.

\(^{10}\) More precisely, letters consisting of several unconnected strokes, such as he or qof or all letters with a dot or stroke above or inside where combined into a single connected component via an intermediate vertical morphological transformation.
of HOG-features of 3 resized representations of each single connected component: 64×64 square and a flat 32×128 and a tall 128×32 rectangle with a cell size of 4×4 and 8×8, plus the height, width and the height-width proportion of each connected component. The 335 clusters were identified with characters manually. Clusters representing the same glyph with only visual but not semantic differences (e.g., the result of broken type) were grouped into one cluster, while clusters representing glyphs with semantically important differences (i.e. letters of different typefaces and sizes or with or without diacritical dots) were kept separate (Fig. 2).

Paragraph segmentation and identification of marginal additions were done with vertical profiles. Row segmentation was based on horizontal profiles. All connected components could then be assigned to rows. A combination of the clustering result and the centroid position plus the top and bottom boundaries vis-à-vis the row base-line served to evaluate whether a letter was superscripted and where it was to be placed on the horizontal axis. All this semantic layout position and font information was inserted into the transcription of the letters via tags. These tags where translated into Microsoft Word styles for visualization. Subsequently, the automatic transcription was corrected manually. We estimate that the precision of the automatic transcription was higher than 99.5% (Fig. 3).

2. Holistic manuscript layout analysis for writing block detection

Originally, we had anticipated applying the above-mentioned system to manuscripts for automatic alignment and transcription. After some manual clustering, the system indeed attained a transcription precision of about 85%. This was not high enough to replace hand transcription or even to provide a searchable ‘background’ transcription for the publication of images. The main challenge consisted in the letter segmentation of the connected script. With the help of morphological transformations we made some progress in dissecting connected letters, but the process was completely manuscript and scribe dependent and too labor intensive. Transcription-glyph alignment based on synthetic ‘manuscriptization’ of the transcription was more successful, but still not precise enough for production.11

In a lecture in the e-philologie lecture series at PSL Université Paris, Marcus Liwicki mentioned Ocropy.12 Despite the statement of Thomas Breuel that Ocropy was not suited for transcription of handwritten documents, the bisLSTM of Ocropy is in fact quite powerful at least for certain medieval manuscripts.13 Its central problem

---

11 Some of these steps were presented as a poster in the CSMC conference in February/March 2016 by Stökl Ben Ezra.

12 Breuel 2014.

13 We made our first attempts in autumn 2016. Jean-Baptiste Camps reported useful results in 2017, too.
is the layout analysis, which suits the needs of printed documents but not the small and larger irregularities of manuscripts as well as binarization. The solution was to develop the binarization and column/writing block and line segmentation ourselves and to subsequently feed the preprocessing results into Ocropy. We should note, that we have since then moved from Ocropy to the more advanced OCR-engine Kraken by Benjamin Kiessling, because it is natively RTL (right-to-left), bidirectional and unicode enabled (but allows also for non-unicode codecs) and has a superior recognizer.

In the frame of the Scripta-PSL project, we are in the final stages of creating an open-source web-based infrastructure that integrates Kraken and will in the future also permit deep annotation of philological (additions, deletions etc.), historical (e.g. named entities), linguistic and palaeographical nature.

It is to this system that we will turn in the near future.

Our binarization is based on a sequence of well-known morphological transformations (Fig. 4): 1. closing with a structuring element in the form of a disk of a size depending on resolution and script size to calculate background, usually 30 or 50 gave excellent results; 2. deducing background from image to create foreground; 3. adjusting image intensity values of the foreground; 4. Otsu binarization of the resulting image. Despite its simplicity, the results were good enough on our material.16

With regard to layout analysis, Stökl Ben Ezra’s approach was to better exploit the regularity of literary manuscripts. Strangely, documents are frequently considered as two-dimensional objects (even though pages are warped) in automatic document analysis and as a collection of individual pages. However, in particular for our corpus of Hebrew manuscripts, without illuminations, it seemed absurd to deal with pages of a manuscript one by one as if each one was completely new and unrelated to the others. Even if lines can be slightly oblique or curved, or paragraphs can be oblique, or there are frequent marginal additions, the page layout of these manuscripts of literary texts tends to be highly regular in plan. Columns, too, have a relatively constant position,
width and height. They can be interrupted by intermediary titles or empty space, but in principle their position on the page is quite regular.

Our ‘holistic approach’ takes into serious consideration the overlooked third dimension of manuscripts, the z-axis in addition to y and x. Instead of a horizontal or a vertical profile of single pages, the method consists of calculating a z-profile from the vertical superposition of the two-dimensional images, as if an X-ray was looking through the manuscript and then applying horizontal and vertical profiles.

In a first step, a cube is calculated from all images of the manuscript. They are transformed to grayscale and padded in order to fit the width and height of the largest picture. The z-profile is simply the sum of all images divided by their number. If the manuscript has been photographed as single pages, one can calculate the z-profile for even and odd pages apart. Average columns are calculated by setting all values below the median value of the average image to 0 and all those equal to or above the median value to 255. In a final step all connected components beyond the expected number of columns are deleted.

The resulting image is applied as a mask to each binarized individual page of the cube. It defines the area suspected to contain the centroid of the effective column(s) of each individual page. The median height of the remaining connected components is used for a vertical dilatation. Only connected components inside the masked area(s) are kept. All connected components inside an area become linked to each other via their centroids and holes are filled. The coordinates of the resulting connected component(s) are expected to agree to the coordinate of the major column(s) (Fig. 5).

The z-profile provides excellent information about the regularity of writing block disposition in a manuscript or printed book. Areas that are more frequently part of a writing block have higher z-profile values than those that are not. While this idea may appear extremely simple, it has proven very efficient in practice (Fig. 6).

This approach also makes it possible to calculate the variability of writing block width and height and the distance to marginal additions. Manuscripts with a very regular

---

17 This absence is probably not by chance. There is no English adjective that would express the z-axis of an object in the analogue way as the terms horizontal and vertical. In fact, our current usage of the terminology in document analysis presumes a sheet hold vertically in the hand, not lying on a table, because vertical actually refers to the axis going up and down. In the Cartesian system the technical terms are abscissa axis and ordinate axis for x and y and applicate axis for z.

18 Code available on GitHub at <https://github.com/ephenum/z-profile_column_segmentation>.

19 They may have to be reduced in size in order to fit the memory of the CPU.
Fig. 5: The upper row shows two manuscript images of a manuscript written in two columns, where one can well discern the marginal additions particular to each page. The lower row shows the z-profile of the even and odd pages of the manuscript where only the main columns remain visible (Ms. Kaufmann A50 from the Library of the Hungarian Academy of the Sciences, Budapest).

Fig. 6: Erfurt Tosefta z-profile. Even (left picture) and odd (right picture) pages.
layout have a very sharp z-profile, while manuscripts with a less regular layout have a more blurred z-profile. Marginal additions that are difficult to detect in a one-page-at-a-time approach, become discernible with the z-profile that distinguishes the normative basis from the addition. We should note that the system depends on a good binarization in order to distinguish between marginal additions and other dark areas, e.g. through deterioration of the manuscript or shadows. For this reason, we have started training an off-the-shelf Convolutional Neural Networks (CNNs) to distinguish between marginal areas with and without ink. However, as the main aim is the main text, this distinction is the cherry on the cake (Fig. 7).

Distinguishing between the z-profile of even and odd pages further sharpens the z-profile since many if not most manuscripts have a mirrored layout. Calculating the distance from the z-profile for each page can subsequently help to establish different z-profiles for different parts of the manuscript, e.g. for the material in the beginning and the end of the book, or for pages that commence a new chapter, pages with illustrations or tables etc. Exploiting this information might also improve existing algorithms, probably even in the age of convolutional neural network layout analysis.

3. Line segmentation with the heartbeat-seamcarve algorithm
Most recent line-segmentation approaches strive to find a general solution for the ultimate problem of finding any line in any orientation and on any position of any document.

Fig. 7: In the top row an even and an odd page of the two column Kaufmann A50 manuscript after a morphological transformation. Main columns and marginal additions have been discerned with connected components into separate entities. In the bottom the z-profile after a morphological transformation.
image. CNNs have achieved excellent results on such cases. However, on the main texts of regular manuscripts standard approaches may be just as good or even superior because current CNNs have a problem with large blank spaces (vacats) inside a semantic line, especially, e.g. if one considers poetic manuscripts. Nevertheless, the standard approaches can be unsatisfactory even on a completely regular, quite simple manuscript as the following screenshots show (Fig. 8). The left image was produced using the state-of-the-art infrastructure Transkribus, while the image on the right uses the heartbeat seamcarve method. Both show the same random page of the test manuscript (Ms. Kaufmann A50).

The Transkribus looks clean from afar, yet, it has eight errors (lines 1, 2 (2×), 9 (2×), 10 (2×), 13), while the heartbeat seamcarve has no mistake in line recognition. Tests with the CNN algorithm resulted in significant errors that did not arise with the heartbeat seamcarve (Fig. 9).

As shown, e.g. in Diem et al. 2017 and Kiessling et al. (submitted). It cuts the head of two lameds in line 9 and 13 but transkribus seems to cut all ascenders and descendes (at least in its visualization).

In the Middle Ages, preparing parchment and paper for writing was an expert task. In literary manuscripts, pages very frequently have been carefully ruled before the inscription, indicating lines, columns and/or writing blocks. In literary manuscripts, the distance between these lines is mostly very regular. While the lines can be empty, end early or start in the middle of the column or be interrupted by a large vacat, the vertical distance is mostly as constant as the width of the columns (but not the length of each individual line). Very often, the z-profile picture reveals not only the columns but even the number of lines (see Fig. 5, above).

One of the line segmentation algorithms is seam-carving. The success of the seam-carving algorithm depends to a large extent on single column segmentation and on the correctness of the detection of median lines. If, however, a line ends early and the subsequent line starts late, the simple median line approach will consider the second a continuation of the first which will result in the two lines being seam-carved as a single line.

Saabni and El-Sana 2011.
Mathias Seuret, Marcus Liwicki and Stökl Ben Ezra started to improve the seam-carving algorithm by the assumption of regularity in the analysis of the manuscript.\textsuperscript{23} Based on a Fourier transformation of the horizontal projection of each of $n$ slices of a writing block, the procedure calculates the median line length. Wherever the line is too short or empty and therefore the horizontal profile misses a peak, the algorithm adds one or several artificial peaks according to the regular line distance with regard to the lines above and below. The algorithm is now implemented in the DIVAServices.\textsuperscript{24}

4. Manuscript transcription and transcription-glyph alignment

Once a pipeline for the production of relatively clean manuscript-line-image and transcription was established, we were able to train models with Ocropy showing useful results. A preliminary step was data augmentation. We used the well-known methods of salt and pepper as well as shearing of the manuscript line image in different dosages, angles and combinations to multiply input pairs by a factor of nine.

A challenging stage was the production of transcription text lines that correspond to the visible signs in the main text block. All marginal or interlinear additions had to be deleted. On the other hand, all deletions of the main text by simple strikethrough had to be kept. Numbers and paratext such as \\textit{eschatocols} of chapters or treatises had to be kept. Letters functioning as simple line fillers without importance for the linguistic text, a frequent practice in Hebrew manuscripts, had to be kept, too. Abbreviations had to remain unresolved. Ligatures had to be represented by special marks. Our transcription markup distinguished between the various forms of addition and deletion and it was mainly a question of the order of transformation steps.

For the preparation of the most complex manuscript, we used Microsoft Word with numerous styles to emulate XML tagging because XML editors like Oxygen are still difficult to manage with RTL scripts whose writing direction counters that of the tags. Hayim Lapin wrote a series of conversion scripts to convert the Word documents (docx) to XML/TEI that used Visual Basic to prepare the transcription for transformation to raw XML, and subsequent conversion to a TEI schema-conformant document using XSLT. The forthcoming eScriptorium platform will permit us to combine automatic layout analysis and HTR with deep annotation.

So far, we have applied our pipeline to the following Hebrew manuscripts:
- K: Mishnah: Ms. Kaufmann A50 in the Library of the Hungarian Academy of the Sciences, Budapest. Written in Italian script from the eleventh or twelfth century. 256 folios.

\textsuperscript{23}Seuret, Stökl Ben Ezra, and Liwicki 2017.

\textsuperscript{24}Würsch, Ingold, and Liwicki 2017.

\textsuperscript{25}Fischer et al. 2012.
- C: Mishnah: Ms. Add. 470.1, Cambridge University Library. Written in Byzantine script from the fifteenth century. 250 folios.
- M: Mishnah: Cod. Ebr. 95 of the Bayerische Staatsbibliothek, Munich (on the part of the Mishnah only because the resolution is very low for the tiny script of the Talmud itself). The manuscript was written in 1342 probably in France. 576 folios. Semi-manual manuscript layout segmentation of the complex Talmudic layout was very kindly provided with by the Larex team around Christian Reul.

This makes altogether ca. 1,400 pages. For most manuscripts, we could achieve a character error rate (CER) <5%, sometimes <3%. We tried different sizes for the hidden layer, different learning rates, different sizes of training data. We also mixed training data from different manuscripts with encouraging results. 5 columns (171 lines, 200 neurons) achieved a CER <10% for the Vienna manuscript, while 19 columns (645 lines) sufficed for 2.1% CER (43k iterations). Due to limited manpower and calculation power (Ocropy runs on CPUs only and demands the transformation of all RTL scripts into LTR), we did not apply all tests on all materials. The main aim was not to improve the LSTM but to arrive at exploitable results. Of course, in a manuscript of 1,000,000 characters, 3% CER still means 30,000 errors to spot and to correct. However, where a vulgate text is available or one manuscript of a text is already transcribed, we can automatically align both versions with CollateX or with Shmidman-Koppel-Porat algorithm.

5. Outlook to the Future
Since June respectively September 2018, two new projects have started around eRabbinica, both with the National Library of Israel and their manuscript portal Ktiv. In Tikkoun Sofrim (‘scribal error correction’) with Haifa University, we have worked on correction of automatic transcriptions of post-classical Midrashim of the Tanhuma-Yelamdenu genre via crowdsourcing. We have so far transcribed four manuscripts with CER’s of 2.8%, 2.9%, 6.9% and 8.9%. The manuscript with 8.9% CER has been the first to be submitted to the crowdsourcing process and we have been able to reconstruct a complete text with the help of CollateX and a majority vote on the word level. The plan is to link coordinates for words, and where possible glyphs via IIIF to the manuscript images and to integrate them with the help of the Mirador viewer at Ktiv. The National Library will serve as repository for long-term preservation.

In the second project, Sofer Mahir (tachygraph, or ‘rapid [i.e., skilled] scribe’) with the University of Maryland and Dicta we collaborate on the creation of a pipeline to produce open source manuscript transcriptions of all major manuscripts of the principal tannaitic compositions: approximately twenty substantial manuscripts with about 6,000 pages. In collaboration with Dicta, the texts will be automatically analyzed linguistically. We hope to be able to integrate the linguistic analysis directly into the transcription pipeline to further reduce the error ratio. In the LAKME project, we have already annotated 25,000 words lexically and morphologically and created the corresponding lexicon in French, English and German in order to apply a neural network architecture developed by Dicta on all of our transcriptions. In a related project, Lapin is creating a database of shared text (identified by string matching) among the corpora that will be part of the infrastructure of future editions.

The resulting text will be presented according to the developing Distributed Text Service (DTS) API (Application Programming Interface). An extension of the Canonical Text Service (CTS) specification, first developed for the

26 Results will be published on the eRabbinica.org website and on GitHub after full transition from Ocropy to Kraken.
Homer Multitext Project, the DTS specification provides a common, predictable protocol for sharing texts at various levels of granularity, as well as information about texts and the collections they appear in. A number of significant projects have begun to use the CTS/DTS specification, among them the Perseus, Kitab (Knowledge, Information Technology, and the Arabic Book), and ARTFL Encyclopédie. This approach has internal advantages for the project (for instance, it allows us to build applications around texts without constructing a purpose-built querying system). As the adoption by multiple projects working in diverse languages and types of texts suggests, the CTS/DTS model provides a standardized way of sharing information between projects, so that (as we have learned all too well in our own work) each project does not have to reproduce the work of every other.

The amount of work put into the pipeline, the preparation of the training data and the correction is very substantial. Our preliminary measurements agree with results of previous teams that it is more time-consuming to correct a text with a CER > 10% than to transcribe it from scratch. For the London Tosefta, e.g. the correction of a page created with the first model, trained with only 15 pages (376 lines), took about 30 minutes per page, about the same time as a transcription from scratch. However, after the correction of 20 pages, we trained a new model whose correction only takes ca. 15 minutes per page on the average and we hope to further reduce this amount of time with the next model. The amount of human labor involved in extracting the data from the current interface and launching a retraining is about 2 hours. In the very near future, however, this procedure will just demand a series of button clicks inside the eScriptorium platform. While for short manuscripts the effort to automatize the transcription and then correct it manually may be greater than the time needed to prepare a completely manual transcription, the immediate humanist gain is the direct link between image and transcription. Doing this by hand for manuscripts would usually involve much more human labor. Secondly, the automatization of the transcription will improve with the quantity of ground truth acquired and with future improvement of algorithms for layout segmentation and transcription as well as language modelling. Ergonomics for ground-truth-creation and for post-correction tools will be further improved. We will attain a stage soon, where we can transcribe most of the historical manuscripts automatically with a grade of precision sufficiently high for human reading and machine exploitation. For Medieval Hebrew, we are on the brink of doing it.
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Written Artefacts as Cultural Heritage

Ed. by Michael Friedrich and Doreen Schröter

*Written Artefacts as Cultural Heritage* was established in 2020. The series is dedicated to the double role of written artefacts as representations and generators of humankind’s cultural heritage. Its thematic scope embraces aspects of preservation, the identity-defining role of artefacts as well as ethical questions.

The mix of practical guides, colloquium papers and project reports is specifically intended for staff at libraries and archives, curators at museums and art galleries, and scholars working in the fields of manuscript cultures and heritage studies.

Every volume of *Written Artefacts as Cultural Heritage* has been peer-reviewed and is openly accessible. There is an online and a printed version.

If you wish to receive a copy or to present your research, please contact the editorial office: https://www.csmc.uni-hamburg.de/publications/cultural-heritage.html
manuscript cultures (mc)

Editors: Michael Friedrich and Jörg B. Quenzer
Editorial office: Irina Wandrey

CSMC’s academic journal was established as newsletter of the research unit ‘Manuscript Cultures in Asia and Africa’ in 2008 and transformed into a scholarly journal with the appearance of volume 4 in 2011. manuscript cultures publishes exhibition catalogues and articles contributing to the study of written artefacts. This field of study embraces disciplines such as art history, codicology, epigraphy, history, material analysis, palaeography and philology, informatics and multispectral imaging.

manuscript cultures encourages comparative approaches, without regional, linguistic, temporal or other limitations on the objects studied; it contributes to a larger historical and systematic survey of the role of written artefacts in ancient and modern cultures, and in so doing provides a new foundation for ongoing discussions in cultural studies.

Every volume of manuscript cultures has been peer-reviewed and is openly accessible: https://www.csmc.uni-hamburg.de/publications/mc.html

If you wish to receive a copy or to present your research in our journal, please contact the editorial office: irina.wandrey@uni-hamburg.de
Studies in Manuscript Cultures (SMC)

Ed. by Michael Friedrich, Harunaga Isaacson, and Jörg B. Quenzer

From volume 4 onwards all volumes are available as open access books on the De Gruyter website:
https://www.degruyter.com/view/j/3smc
https://www.csmc.uni-hamburg.de/

Forthcoming

23 – Education Materialised: Reconstructing Teaching and Learning Contexts through Manuscripts, edited by Stefanie Brinkmann, Giovanni Ciotti, Stefano Valente and Eva Maria Wilden

Manuscripts have played a crucial role in the educational practices of virtually all cultures that have a history of using them. As learning and teaching tools, manuscripts become primary witnesses for reconstructing and studying didactic and research activities and methodologies from elementary levels to the most advanced.

The present volume investigates the relation between manuscripts and educational practices focusing on four particular research topics: educational settings: teachers, students and their manuscripts; organising knowledge: syllabi; exegetical practices: annotations; modifying tradition: adaptations.

The volume offers a number of case studies stretching across geophysical boundaries from Western Europe to South-East Asia, with a time span ranging from the second millennium BCE to the twentieth century CE.

New release

22 – Dunhuang Manuscript Culture: End of the First Millennium, by Imre Galambos

Dunhuang Manuscript Culture explores the world of Chinese manuscripts from ninth–tenth century Dunhuang, an oasis city along the network of pre-modern routes known today collectively as the Silk Roads. The manuscripts have been discovered in 1900 in a sealed-off side-chamber of a Buddhist cave temple, where they had lain undisturbed for for almost nine hundred years. The discovery comprised tens of thousands of texts, written in over twenty different languages and scripts, including Chinese, Tibetan, Old Uighur, Khotanese, Sogdian and Sanskrit. This study centres around four groups of manuscripts from the mid-ninth to the late tenth centuries, a period when the region was an independent kingdom ruled by local families. The central argument is that the manuscripts attest to the unique cultural diversity of the region during this period, exhibiting – alongside obvious Chinese elements – the heavy influence of Central Asian cultures. As a result, it was much less ‘Chinese’ than commonly portrayed in modern scholarship. The book makes a contribution to the study of cultural and linguistic interaction along the Silk Roads.
Studies in Manuscript Cultures (SMC)

Ed. by Michael Friedrich, Harunaga Isaacs, and Jörg B. Quenzer

From volume 4 onwards all volumes are available as open access books on the De Gruyter website:
https://www.degruyter.com/view/serial/43546
https://www.csmc.uni-hamburg.de/

New release

21 – Disiecta Membra Musicae: Studies in Musical Fragmentology, edited by Giovanni Varelli

Although fragments from music manuscripts have occupied a place of considerable importance since the very early days of modern musicology, a collective, up-to-date, and comprehensive discussion of the various techniques and approaches for their study was lacking. On-line resources have also become increasingly crucial for the identification, study, and textual/musical reconstruction of fragmentary sources. Disiecta Membra Musicae. Studies in Musical Fragmentology aims at reviewing the state of the art in the study of medieval music fragments in Europe, the variety of methodologies for studying the repertory and its transmission, musical palaeography, codicology, liturgy, historical and cultural contexts, etc. This collection of essays provides an opportunity to reflect also on broader issues, such as the role of fragments in last century’s musicology, how fragmentary material shaped our conception of the written transmission of early European music, and how new fragments are being discovered in the digital age. Known fragments and new technology, new discoveries and traditional methodology alternate in this collection of essays, whose topics range from plainchant to *ars nova* and fifteenth- to sixteenth-century polyphony.

New release

20 – Fakes and Forgeries of Written Artefacts from Ancient Mesopotamia to Modern China, edited by Cécile Michel and Michael Friedrich

Fakes and forgeries are objects of fascination. This volume contains a series of thirteen articles devoted to fakes and forgeries of written artefacts from the beginnings of writing in Mesopotamia to modern China. The studies emphasise the subtle distinctions conveyed by an established vocabulary relating to the reproduction of ancient artefacts and production of artefacts claiming to be ancient: from copies, replicas and imitations to fakes and forgeries. Fakes are often a response to a demand from the public or scholarly milieu, or even both. The motives behind their production may be economic, political, religious or personal – aspiring to fame or simply playing a joke. Fakes may be revealed by combining the study of their contents, codicological, epigraphic and palaeographic analyses, and scientific investigations. However, certain famous unsolved cases still continue to defy technology today, no matter how advanced it is. Nowadays, one can find fakes in museums and private collections alike; they abound on the antique market, mixed with real artefacts that have often been looted. The scientific community’s attitude to such objects calls for ethical reflection.